
SCALING QUALITY 
TRAINING DATA 
OPTIMIZE YOUR WORKFORCE AND 
AVOID THE COST OF THE CROWD



New workforce models are emerging. Last year, the U.S. 
National Aeronautics and Space Administration (NASA) re-
searched disruptors driving the future of work so it could 
evolve its talent strategies. The result was its Future of Work 
Framework, which encourages leaders to design for agility 
and focus on impact because “work today requires fluid tal-
ent to meet ever increasingly complex work, requiring multi-
disciplinary skills, delivered by teams of people, networked 
together that have overarching goals tied to organizational 
performance and productivity.”

In Deloitte’s 2018 Global Human Capital Trends report, half 
of respondents said they have a large number of contractors 
in their workforces. Deloitte maps the workforce ecosystem 
from traditional, full-time workers who have strong organiza-
tional context to open, crowd workforces who have less un-
derstanding of the organization’s overall strategy.

And that’s the challenge with open sourcing for AI develop-
ment: domain expertise and context. Workers need more 
than the ability to tag, label, or annotate your data. They must 
understand the needs of your end user, the rules for your data, 
and context for the tasks they are doing if you want them to 
return quality data to train your ML algorithms. And quality 
is king, because when the people who tag, label, or annotate 
your data provide low-quality work, your model struggles to 
learn. So while each task may be simple, how it fits into the 
larger picture of your end user’s experience isn’t as easy to 
teach someone quickly. That’s difficult to scale.

If you need people to process some portion of the big data that feeds your 
artificial intelligence, you need a reliable workforce. You’re not alone: more 
businesses are using in-house staff, contractors, and crowdsourcing to get 
this kind of work done, and industry analysts expect that trend to increase 
significantly over the next two years.

IN THIS PAPER, YOU WILL LEARN

How to determine what 
kind of AI data work 

to outsource

Why anonymous 
crowdsourcing adds cost 
to your data operations

Best practices 
to accelerate and scale 
high-quality data for AI

Scaling Quality Training Data

Bringing artificial intelligence (AI) to life in the real world is a 
lot like the 20th-century “space race” for dominance in space-
flight capability. Few can fathom the level of innovation and 
hard work it takes. From model development and data prep 
to testing and deployment, AI requires a pioneering spirit, 
sharp minds, and hard work. AI innovators encounter count-
less challenges and frustrating defeats.

One of those challenges is access to talent that is in short 
supply. More than half (54%) of leaders report skill shortage 
as the biggest challenge facing their organizations, accord-
ing to Gartner. Another is dirty data, which data scientists 
say is their number-one problem, according to a Kaggle sur-
vey. If you want to strategically deploy your team, you proba-
bly don’t want your prized data scientists doing the tedious, 
time-consuming work of data labeling or annotation.

But they’re likely mired in it. A massive amount of data must 
be gathered, structured, and quality-checked in the process 
of machine learning (ML). For example, to develop computer 
vision for a self-driving car, you’ll need people in the loop to 
annotate, or label, countless frames of driving video to teach 
the algorithm to “see” objects such as people, signs, trees, 
and vehicles. For each hour of video, there’s a staggering 800 
hours of annotation work to do.

To process the big data that feeds your artificial intelligence, 
you need a reliable workforce with relevant domain expertise 
and high standards for quality. A growing number of inno-
vators are using in-house staff, freelancers, contractors, and 
gig workers to get this massive amount of data work done, 
and as ML models proliferate, Deloitte predicts that trend will 
increase significantly over the next few years. 1

Not All Contractors Have Context 

CHOOSING PEOPLE FOR YOUR AI TECH STACK
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In-house employees can manage your data needs with rea-
sonably good quality, and this approach works fine until it’s 
time to scale your model. Over time, these processes will 
grow more difficult and costly to manage, so you’re likely to 
join the growing list of companies that are turning to con-
tractors, freelancers, and gig workers to structure data for AI 
development.

Contractors and freelancers are another option but be sure 
to factor in the time it will take you to source and manage 
your team. One-third of Deloitte’s survey respondents said 
their human resources departments are not involved in 
sourcing (39%) or hiring (35%) decisions for contract employ-
ees, which “suggests that these workers are not subject to 
the cultural, skills, and other forms of assessments used for 
full-time employees.”  That can be a problem when it comes 
to quality work, so allocate additional time for sourcing, train-
ing, and management.

Crowdsourcing leverages the cloud to send data tasks to a 
large number of people at once. Quality is established us-
ing consensus, which means several people complete the 
same task, and the answer provided by the majority of the 
workers is chosen as the correct one. Crowd workers are 
paid based on the number of tasks they complete on the 
platform provided by the workforce vendor, so you could 
spend, on average, double the time processing data with a 
crowd than you would with an in-house team. The burden is 
on you to manage workers’ data outputs at scale.

4

The right workforce gives you the flexibility to respond to changes in market conditions, 
product development, and business requirements. On the left side, you’ll shoulder the 

burden of management with an in-house team. On the right side, quality work is likely to 
be a hurdle with crowds.

Cleaning and Structuring Data for AI

Managed cloud workers have emerged as an option over 
the last decade. This approach combines the quality of a 
trained, in-house team with the scalability of the crowd. It’s 
ideal for data work because dedicated teams are steeped in 
your business rules and they stick with projects long-term, 
enabling them to increase their throughput and accuracy 
while providing consistent labeling quality. This model also 
provides a team that is in direct communication with you, en-
abling agile process iterations necessary for sustainably cre-
ating high-quality datasets. To learn more, start by reviewing 
these five steps to sourcing great-fit cloud labor.

TAKEAWAYS
•	 It takes up to 800 hours to annotate 

one hour of video. 

•	 To annotate your data with quality, 
workers must understand context. 

•	 Your workforce choice might 
determine your AI success.

Organization-led
TRADITIONAL

Employee-led
OPEN

MODIFIED FROM DELOITTE ANALYSIS, 2018

NOT ALL CONTRACTORS HAVE CONTEXT

2

HIGH FLEXIBILITY, SCALABILITY

MANAGED CLOUD WORKERS

HIGH CONTEXT, QUALITY



THE HIDDEN COSTS OF THE CROWD

NASA estimated that it took 400,000 engineers, scientists, 
and technicians to send astronauts to the moon on the Apol-
lo missions. The massive workforce was comprised of peo-
ple from four major enterprise companies and a host of sub-
contractors who worked for them.

Like sending astronauts to the moon, building AI requires ac-
cess to a large number of people to gather, process, and struc-
ture training data. Speed to market is a priority, as AI develop-
ment teams contend with the challenges of innovating fast in 
an increasingly competitive marketplace. As more companies 
seek fast access to talent that is in short supply, crowdsourc-
ing has emerged as an alternative to an in-house team. 

Crowdsourcing uses the cloud to send data tasks to a large 
number of anonymous people, who are paid based on the 
number of tasks they complete. While it offers a cheap op-
tion for training ML algorithms, it’s rarely as inexpensive as 
it seems.

Measuring Quality

We’ve explored the importance of quality. The better your 
data, the better your model will perform. And when the peo-
ple who tag, label, or annotate your data provide low-quality 
work, your model struggles to learn.

There are three methods we use in the workforce industry to 
measure work quality. At CloudFactory, we use one or more 
of these methods to measure the quality of our own vetted, 
managed workforce on every project.

1. CONSENSUS
We assign several people do the same task, 
and the correct answer is the one that comes 
back from the majority of workers. This is the 
crowdsourcing model.

2. GOLD STANDARD
There is a correct answer for the task, and 
we measure quality based on correct and 
incorrect tasks.

3. SAMPLE REVIEW
We select a random sample of completed 
tasks, and a more experienced worker, such 
as a team lead or project manager, reviews 
the sample for accuracy.

Over a decade of processing critical business data for com-
panies around the globe, we’ve learned that applying the 
crowdsourcing model to data processing for AI applications 
can get you access to a large number of workers. But it can 
create other issues that affect your speed to market. Here 
are some of the hidden costs of the crowd.

1. POOR DATA QUALITY 
Anonymity is a bug, not a feature, when it comes to crowd-
sourcing. Workers have little accountability for poor results. 
When task answers aren't straightforward and objective, 
crowdsourcing requires double-entry and consensus models 
to be used as control measures. If you’re unsatisfied with the 
work, often you must send the work through again, hoping for 
a different result, placing more of the quality assurance (QA) 
burden on your team. Each time a task is sent to the crowd, 
costs rack up.

“Re-working poorly labeled data is very expensive,” said Brian 
Rieger, COO of Labelbox, a California-based company that 
provides tools for labeling and managing training data.

At CloudFactory, we have a microtasking platform that can 
distribute a single task to multiple workers, using the con-
sensus model to measure quality. Our client success team 
found consensus models cost at least 200% more per task 
than processes where quality standards can be met from 
the first pass. Managed teams are better suited to tasks re-
quiring high quality because they can handle more nuanced 
tasks and get them right the first time.

 Our client success team 
found consensus models 

cost at least 200% more per 
task than processes where 
quality standards can be 
met from the first pass

3 Hidden Costs of the Crowd
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3 METHODS FOR MEASURING WORK QUALITY



2. LACK OF AGILITY 
In AI development, tasks can change as you train your mod-
els, so your workforce must be able to adapt. That requires a 
tight communication and feedback loop with your workforce. 
And if there isn't continuity in the workforce, it’s more difficult 
to acquire learned domain expertise and context that make 
it possible to adapt to changes in the workflow quickly. As a 
result, your process will be inefficient and your models will 
struggle to learn.

“Labelers get better at annotation tasks over time, as they get 
familiar with the source imagery and the nuances of the in-
terpretation desired. Labelers who are better at labeling lead 
to better training data, and that leads to better model perfor-
mance,” said Rieger.

Crowdsourcing limits that agility to modify and evolve your 
process, creating a barrier to worker specialization, or the 
proficiency with your data and process that grows over time. 
Workers are ever-changing, few overcome the learning curve, 
and you are likely to see less continuity in your data. Any 
changes in your process can create bottlenecks.

Data workers on a managed team can increase their domain 
expertise - or understanding of your rules and edge cases - 
over time, so they can make informed subjective decisions 
that are more accurate and result in higher quality data.

3. MANAGEMENT BURDEN 
When you crowdsource your data production, you can expect 
worker churn. As new workers join the crowd, you’ll have to 
rely on the business rules you created and task new workers 
with training themselves on how to do the work. If your team 
is bringing each new worker up to speed, be sure to allocate 
time for that management responsibility.

With some crowdsourcing options, you are responsible for 
posting your projects, reviewing and selecting candidate sub-
missions, and managing worker relationships. You’ll need to 
factor in your costs to attract, train, and manage a discon-
nected group of workers.

If you’re considering a crowd model, look into who owns your 
data as part of your agreement. In addition to platform and 
transaction fees, some crowdsourcing vendors stake owner-
ship on the data that passes through their platforms, which 
means they’re allowed to use your data to train their own al-
gorithms or serve their own customers.

While it can be difficult to determine the end-to-end cost of 
a crowdsourced project, you can plan for the crowd to cost 
more per task as you send low-quality data back to the crowd 
for reprocessing. Watch for hidden fees in technology, on-
boarding, and training. 

TAKEAWAYS
•	 Consensus models cost 200% more 

per task than processes where 
quality standards can be met from 
the first pass. 

•	 Managed teams increase their 
context and domain expertise over 
time for more accurate decisions, 
resulting in higher quality datasets.

“Houston, we’ve had a problem.” Astronaut Jack Swigert 
made the words famous when he communicated to NASA 
mission control that an explosion had rocked the Apollo 13 
capsule that was transporting him and two other people to 
the moon in April 1970. To get the astronauts home safely, the 
engineers at Johnson Space Center in Houston, Texas would 
have to do something they had never attempted before: use 
the descent engines on the lunar lander to send it home.

The algorithms for calculating the maneuver had been writ-
ten only months earlier. The two young programmers who 
had written them sprung into action to check every possible 
parameter to see if the maneuver would work. Thanks to their 
hard work - and that of hundreds of people in the loop on the 
data, the algorithms, the required calculations, and other criti-
cal factors - they returned all three astronauts safely to Earth.

Machines + People in the Loop

In AI development, similar urgent challenges abound. Teams 
of computer vision engineers are training the algorithms that 
self-driving cars use to recognize pedestrians, trees, street 
signs, and other vehicles. Researchers are using data and 
natural language processing (NLP) to detect psychiatric pa-
tients who are at a higher risk for suicide. The success of 
these systems depends on massive pipelines of data and the 
skilled people in the loop who structure the data for AI use.

A growing number of teams are using in-house staff and con-
tractors to do this mission-critical work. We’ve explored the 
hidden costs of using anonymous crowdsourcing to process 
data and structure it for AI use. Now, we’ll take a closer look 
at how you can design your training data operations to sup-
port quality, speed, and scale.

4

DESIGNING DATA OPERATIONS FOR QUALITY
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Your Data Production Line

In many ways, your training data operations are a lot like 
the assembly lines of yesterday’s industrial factories: data 
is your raw material, and you have to get it through multiple 
processing and review steps to structure it for ML. Like the 
Apollo astronauts, you need skilled people on the ground - or, 
in the loop on your data - who can help you make changes 
when you run into a problem or your process evolves.

If you want to develop a high-performing ML model, you need 
smart people, tools, and operations that can consistently 
deliver high accuracy. Here are four critical elements to con-
sider when you design your data production line for quality, 
speed, and scale.

1. APPLY TECHNOLOGY
Think of your data production line as your tech-and-human 
stack, combining people and machines in a workflow that di-
rects tasks where they are best suited for high performance. 
That means assigning to people the tasks that require do-
main expertise, context, and adaptability - and giving ma-
chines the tasks that require repetition, measurement, and 
consistency.

Technology is important for communication with your work-
force too. Direct contact with your team will give you visibility 
into the quality of work. It also will allow workers to share in-
sights that will help you make adjustments as your business 
requirements evolve.

2. USE A TRAINED, MANAGED WORKFORCE
Managed teams deliver higher skill levels, engagement, 
accountability, and accuracy. Unlike an anonymous crowd-
sourced team, managed teams can improve in their quali-
ty and expertise over time as they grow more familiar with  
the source data and the nuances of the interpretation for 
your model. 

That means they will get better at making decisions about 
your data, based on their experience with your domain, con-
text, and edge cases. 

It’s critical here to have a tight feedback loop with your work-
ers via direct communication with a single point of contact 
on the ground. This person should be an expert in your data 
and business rules who can provide feedback, speed change 
requests, and train new team members.

3. MEASURE QUALITY
The quality of your data will determine the performance of 
your model. There are three methods we use in the work-
force industry to measure quality: consensus, gold standard, 
and sample review. We use one or more of these methods 
to check the quality of our teams’ work, and quality is a top 
driver for many of our clients.

Labelbox, a company that provides tools for labeling and 
managing training data, distinguishes accuracy from qual-
ity. “Accuracy measures how close a label is to the ground 
truth, or a subset of the training data labeled by your expert. 
Consistency is the degree to which labeler annotations agree 
with one another,” said Brian Rieger, COO at Labelbox.

As you build your data production line, look for a workforce 
provider that is transparent with quality metrics. Also consid-
er how important quality is for your tasks today and how that 
could evolve over time.

4. DESIGN FOR AGILITY
The keys here are training and technology to scale your data 
work seamlessly. This is about more than getting workers to 
label, annotate, or categorize data faster. It’s about design-
ing your production line for use-case progression as your AI 
model develops. As you move through the development pro-
cess, you’ll want flexibility to add higher-level features that 
can advance your AI application. 

For one CloudFactory client, our teams label images to train 
algorithms that identify counterfeit retail products. The com-
bination of the labeling tool, our technology platform, and our 
managed-team approach made it possible to iterate the pro-
cess, resulting in better team morale, higher productivity, and 
99.3% accuracy.

Workforce solutions that charge by the hour, rather than by 
the task, are designed to support iteration in the work. Pay-
ing by task can incentivize workers to complete tasks quickly, 
without high quality. Look for options that get more cost ef-
fective as you scale and add more work.

TAKEAWAYS
•	 Design your data production line to 

deploy tasks strategically to people 
and machines. 

•	 Make sure your data team can 
provide feedback on your process, 
speed change requests, and train new 
team members. 

•	 Ask about quality metrics and see if 
options become more cost effective 
as you scale and add work.
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you can produce training data that powers models applica-
ble for your domain, whether you’re building self-driving cars 
or performing sports analytics. This stage includes curating 
and manipulating training data before it goes into a model 
training environment.

The third stage - or modeling - is at the heart of ML. Here, your 
objective is to arrive at a mathematical model that accurately 
represents your training data at scale.

As with any mission-critical system that makes decisions for 
your business, this system must be monitored and its deci-
sions must be assessed. Bad decisions are often fed back 
into the training-data process, so you will want to continuous-
ly improve and evolve the model over time to ensure it per-
forms well in its domain. This is a natural part of deploying 
production systems into the marketplace.2

1

ANATOMY OF A SUCCESSFUL DATA PRODUCTION LINE

If we look at the production system developed by Toyota Mo-
tor Corporation, it offers a great example for us to talk about 
AI data production. Toyota’s lean process goes beyond the 
assembly line by organizing manufacturing and logistics for 
optimal production - including its own interactions with part-
ners and suppliers. The model makes the complex simple by 
using short production cycles to generate a hyper-focus on 
quality and continuous improvement measures.

Toyota’s system goes even further - reducing the number of 
difficult jobs on the assembly line by ranking each into three 
categories:  green, yellow, and red. The goal is to improve 
each job to the easier green level, essentially eliminating dif-
ficult jobs altogether.

Designing Your Data Production Line

1.  Break the work into steps and fix bottlenecks
2. Eliminate defects
3. Reduce costs
4. Introduce flexibility
5. Partner with trusted suppliers

PEOPLE

TE
C
H

N
O

LO
G

Y

PR
O

C
ESS

SHORT CYCLES TOTAL QUALITY
FOCUS

CONTINUOUS IMPROVEMENT

Start by mapping your process and targeting waste

Labeling

Training Data
Curation &

Manipulation

ModelRaw Data
Collection

Data Prep

Data Storage
Review & Update

Deployed AI

Monitor AI
Assessments

YOUR AI DATA PRODUCTION LINE

The primary objective of your data production line is to make the complex simple.

6

1 2 3

Your AI data production starts with raw data collection, data 
preparation, and data storage. This is the first stage of ML, dig-
itizing the world around you so you can apply human expertise 
to structure this raw data, then model it so machines can make 
mission-critical decisions and predictions for your business.

The middle stage is labeling, reviewing, and updating. Relat-
ed QA and QC processes ensure that you're accurately and 
consistently interpreting digitized reality or ground truth so 



ABOUT CLOUDFACTORY
CloudFactory combines people and technology to create 
your workforce in the cloud. Our managed teams process 
data for artificial intelligence and mission-critical business 
operations. With use-case experience across industries, we 
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